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The vast subjective texts spreading all over the Internet promoted the demand for text sentiment classi-
fication technology. A well-known fact that often weakens the performance of classifiers is the distribu-
tion imbalance of review texts on the positive–negative classes. In this paper, we pay attention to the
sentiment classification problem of imbalanced text sets. With regards to this problem, the algorithm
BRC for clarifying the disorder boundary is proposed by cutting the majority class samples in the dense
boundary region. The classifier is constructed based on Support Vector Machine. In order to find the bet-
ter feature weight scheme, combination strategy of sample cutting, and parameters in BRC, three groups
of experiments are designed on six text sets about five domains. The experimental results show that the
feature weight scheme Presence has the best performance. And the combination strategy BRC + RS can
give a tradeoff between the evaluation measures, Precision and Recall on two categories and make the
synthetical evaluation measure Accuracy obtain a larger increase. It should be noted that the method
of determining the parameters a and b in BRC is empirical.

Although the boundary region cutting algorithm BRC is aimed to text sentiment classification we
believe that it is also suitable to any two-category classification problem with imbalanced sample data.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

With the rapid development of web technology, the Internet has
become a very important source from which more and more people
obtain information. At the same time, it is also rapidly becoming a
platform for people to express their opinion, attitude, feeling and
emotion. Text sentiment classification (TSC) aims to automatically
judge what sentiment orientation, positive (‘thumbs up’) or nega-
tive (‘thumbs down’), a subjective text is by mining and analyzing
the subjective information in the text, such as standpoint, view,
and attitude. However, the subjectivity texts on the Web, such as
those on BBS, Blogs or forum websites are often non-structured or
semi-structured. More than that, they are often with an imbalanced
distribution on the positive and negative sentiment orientations.
These two clear characteristics of subjective texts on the Web,
non-structuration (or semi-structuration) and imbalance, bring
some challenges to TSC. In general, the non-structuration of data
can be solved by feature selecting and reexpressing technologies
[1–11]. In recent years, by employing some machine learning tech-
niques, e.g. Naive Bayes (NB), Maximum Entropy (ME), and Support
Vector Machine (SVM), many important researches on TSC for
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English texts and Chinese texts have been reported [2–11]. One
common unreasonable prior in the researches mentioned above is
to assume the balance of training data. Nevertheless, as is well
known, the performance of most machine learning methods for
imbalanced data is not as good as it is for balanced data. This fact
has been verified in the field of topic text classification. When stan-
dard classification algorithms are applied to imbalanced training
data, they tend to be overwhelmed by the majority class and ignore
the minor ones. The primary reasons are that the majority class is
represented by a large portion of all the samples, while the minority
class has only a small percentage. Finally, they result in the bound-
ary fuzzification of the minority class texts, and influence the accu-
racy of the whole classification. So, many approaches and strategies
have been proposed to deal with the imbalance problem in topic
text classification, which are applied to the different stages of the
training process, e.g., pre-training, in-training, and post-training
stages respectively [12–19]. They mainly include sampling-based
method [1,12], cost-sensitive learning [13,14], optimization in fea-
ture selection [15,16,20], ensemble approach [17], classifier specific
improvements including complement Naive Bayes [21] and dynam-
ical parameter tuning in k-NNs [22], term weighting approach [18]
and so on.

In this paper, we focus our attention on the problem of pre-
training stage for imbalanced text sentiment classification. We
summarize our research contributions as follows.
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Table 1
Characteristics of six data sets.

LAN DSet WP WN WP/WN PTr NTr PTe NTe

Chinese Book1 933 424 2.2/1 849 340 84 84
Hotel 1000 400 2.5/1 920 320 80 80

English DVD 1007 500 2/1 607 400 100 100
Book2 1129 500 2.2/1 1029 400 100 100
Electronics 756 500 1.5/1 656 400 100 100
Kitchen 777 500 1.5/1 677 400 100 100

Table 2
Values of k and DCnum on six text sets with a = 1% and b = 10%.

Domains Book1 Hotel DVD Book2 Electronics Kitchen

k 6 7 7 8 6 6
DCnum 1 1 1 1 1 1
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At first, some notions used to describe the local density of sam-
ples are introduced. Secondly, we propose an algorithm of bound-
ary region cutting (BRC) to balance the two-class texts in the dense
boundary region, and then to make the fuzzy class boundary region
clear. Thirdly, the random sampling (RS) is adopted to balance the
rest training samples after BRC, i.e., BRC + RS. At last, using SVM as
the underlying classifier, we compared the proposed method
BRC + RS with other three kinds of methods, without cutting sam-
ples (WCS), RS and BRC in six text sets in different domains. The
experimental results show that BRC and BRC + RS can obviously
clarify the chaotic class boundary, and significantly boost the per-
formance of classifiers for imbalanced text sentiment classification.

The remainder of this paper is organized as follows: Section 2
introduces the related works. Section 3 describes the key steps in
TSC. Section 4 introduces some basic concepts and the algorithm
of boundary region cutting. Section 5 describes the procedures of
text sentiment classification. Section 6 presents the experiment set-
up. Section 7 presents the experiments used to evaluate the effec-
tiveness of the proposed method. Section 8 concludes the paper.
2. Related works

2.1. Text sentiment classification

Text sentiment classification can be achieved on multi-hierarchy
linguistic granularity, such as word, collocation, sentence, or text.
Relevant researches in this area have been conducted with
lexicon-based or corpus-based approaches. Lexicon-based methods
involve in deriving a sentiment measure based on sentiment lexica.
Turney et al. [25] predicted the sentiment orientation of a review as
Table 3
The number of positive and negative texts with three feature weight schemes after BRC a

DSet Num. BRC

TFIDF TF

Book1 PT 666 595
NT 336 336

Hotel PT 316 380
NT 314 315

DVD PT 848 801
NT 398 396

Book2 PT 971 930
NT 397 395

Electronics PT 592 568
NT 397 395

Kitchen PT 619 597
NT 398 394
the average semantic orientation of the phrases in the review that
contain adjectives or adverbs, which is known as the semantic
orientation method. Kim et al. [27] built three models to assign a
sentiment category to a given sentence by combining the individual
sentiment of sentiment-bearing words. Kennedy et al. [3] deter-
mined the sentiment orientation of a customer review by counting
positive and negative terms and taking into account contextual
valence shifters, such as negations and intensifiers. Devitt et al.
[31] explored a computable metric of positive or negative polarity
in financial news text. Taboada et al. [32] presented the semantic
orientation CALculator (SO-CAL) which used dictionaries of words
annotated with their semantic orientation (polarity and strength),
and incorporated intensification and negation. SO-CAL was applied
to the polarity classification task, the process of assigning a positive
or negative label to a text that captures the text’s opinion towards
its main subject matter.

Corpus-based approaches consider the sentiment analysis task
as a classification task and they used a labeled texts to train a text
sentiment classifier. Since the work of Pang et al. [5], various clas-
sification models and linguistic features have been proposed to
improve sentiment classification performance [6,5,29]. The effec-
tiveness of machine learning techniques for sentiment classifica-
tion tasks is evaluated in the pioneering research by Pang et al.
[5]. The experimental results on the movie review data which are
produced via NB, ME, and SVM are substantially better than those
results obtained through human generated base lines. Dasgupta
et al. [30] proposed a semi-supervised approach to sentiment clas-
sification. They firstly used spectral techniques to mine the unam-
biguous reviews and then classified the ambiguous reviews by a
novel combination of active learning, transductive learning, and
ensemble learning. Chinese text sentiment analysis have also been
studied [22,33,28]. The proposed methods are similar to the lexi-
con-based or corpus-based methods mentioned above.

2.2. Imbalanced text classification

The most existing methods of sentiment classification men-
tioned in the previous subsection directly or indirectly assumed
nd BRC + RS.

BRC + RS

Pre TFIDF TF Pre

671 336 336 334
334 336 336 334

424 314 315 312
312 314 315 312

830 398 396 393
393 398 396 393

977 397 395 397
397 397 395 397

580 397 395 397
397 397 395 397

608 398 394 397
397 398 394 397



Table 5
The average RN results of under the different a and b on Book1.

a (%) b

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 0.698 0.669 0.669 0.669 0.669 0.669 0.676 0.676 0.676 0.676
2 0.695 0.695 0.695 0.702 0.702 0.702 0.688 0.681 0.676 0.676
3 0.695 0.695 0.702 0.702 0.688 0.676 0.676 0.676 0.676 0.676
4 0.695 0.702 0.702 0.681 0.676 0.676 0.676 0.676 0.676 0.676
5 0.695 0.688 0.674 0.662 0.662 0.662 0.662 0.662 0.662 0.676
6 0.695 0.688 0.662 0.662 0.662 0.662 0.662 0.676 0.676 0.676
7 0.695 0.683 0.671 0.671 0.671 0.671 0.686 0.686 0.686 0.676
8 0.702 0.683 0.671 0.671 0.671 0.686 0.686 0.686 0.676 0.676
9 0.724 0.688 0.688 0.688 0.688 0.702 0.702 0.693 0.681 0.676

10 0.724 0.688 0.688 0.688 0.702 0.702 0.693 0.693 0.676 0.676

Table 6
The average RN results of under the different a and b on DVD.

a (%) b

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 0.560 0.566 0.564 0.564 0.564 0.558 0.558 0.552 0.552 0.552
2 0.560 0.556 0.548 0.554 0.554 0.554 0.554 0.558 0.552 0.552
3 0.566 0.554 0.552 0.556 0.556 0.560 0.554 0.554 0.552 0.552
4 0.562 0.562 0.566 0.564 0.572 0.572 0.570 0.566 0.552 0.552
5 0.562 0.562 0.566 0.572 0.572 0.570 0.560 0.552 0.552 0.552
6 0.572 0.562 0.576 0.576 0.576 0.566 0.558 0.558 0.556 0.552
7 0.558 0.574 0.568 0.568 0.564 0.570 0.570 0.568 0.564 0.552
8 0.572 0.580 0.568 0.564 0.570 0.570 0.568 0.564 0.552 0.552
9 0.572 0.568 0.568 0.572 0.570 0.568 0.564 0.552 0.552 0.552

10 0.584 0.566 0.562 0.566 0.566 0.566 0.554 0.554 0.554 0.552

Table 7
The average Acc results of under the different a and b on Book1.

a (%) b

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 0.814 0.804 0.804 0.804 0.804 0.804 0.808 0.808 0.808 0.808
2 0.815 0.815 0.815 0.820 0.820 0.820 0.813 0.808 0.808 0.808
3 0.815 0.815 0.820 0.820 0.813 0.808 0.808 0.808 0.808 0.808
4 0.815 0.820 0.820 0.808 0.808 0.808 0.808 0.808 0.808 0.808
5 0.813 0.813 0.806 0.801 0.801 0.801 0.801 0.801 0.801 0.808
6 0.813 0.813 0.801 0.801 0.801 0.801 0.801 0.808 0.808 0.808
7 0.813 0.810 0.805 0.805 0.805 0.805 0.812 0.812 0.812 0.808
8 0.810 0.801 0.801 0.801 0.801 0.808 0.808 0.808 0.805 0.808
9 0.810 0.807 0.807 0.807 0.807 0.814 0.814 0.811 0.810 0.808

10 0.810 0.807 0.807 0.807 0.814 0.814 0.811 0.814 0.808 0.808

Table 4
The mean/variance of six evaluation values of BRC and BRC + RS on Bookl and DVD.

TFIDF TF Pre
Mean/variance Mean/variance Mean/variance

Book1 BRC 0.7691/0.00373 0.8165/0.00247 0.8200/0.00685
BRC + RS 0.7489/0.00008 0.7954/0.00004 0.8074/0.00010

DVD BRC 0.6598/0.01094 0.6872/0.00578 0.7026/0.00834
BRC + RS 0.6483/0.00056 0.6761/0.00004 0.6851/0.00012
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the balance between negative and positive samples in both of the
labeled and unlabeled data. None of them consider a more common
case where the class distribution is imbalanced, i.e., the number of
positive samples is quite different from that of negative samples in
the data. For clarity, the class with more samples is referred as the
majority class and the other class with fewer samples is referred as
the minority class. In fact, supervised learning on imbalanced clas-
sification is rather challenging learning problem, which has been
widely studied in several research areas, such as machine learning
[34], pattern recognition [35], and data mining [36,51,52], at either
data level or algorithmic level. At the data level, the different forms
of re-sampling, such as over-sampling and under-sampling, are
proposed. Specifically, over-sampling aims to balance the class pop-
ulations through replicating the minority class samples [38], while
under-sampling aims to balance the class populations through
eliminating the majority class samples [34,35,39]. Over-sampling
method increases the training set size and thus requires longer
training time. Furthermore, it tends to lead to overfitting since it re-
peats minority class examples [38,50]. One typical under-sampling
method is random sampling (or undirected sampling) which refers
to the process of randomly drawing a subset of training examples
from the original set [45]. Many studies have shown that random
sampling ignores potentially useful data [45]. At the algorithmic le-
vel, specific learning algorithms, such as cost-sensitive learning,



Table 10
Other evaluation measures corresponding to the best average Acc on six text sets with four cutting schemes.

DSet Cutting scheme RN PN FN RP PP FP ACC

Book1 WCS 0.676 0.919 0.778 0.940 0.745 0.831 0.808
RS 0.771 0.825 0.797 0.836 0.787 0.810 0.804
BRC 0.702 0.920 0.795 0.938 0.761 0.840 0.820
BRC + RS 0.788 0.884 0.833 0.895 0.809 0.849 0.842

Hotel WCS 0.630 0.887 0.737 0.920 0.713 0.804 0.775
RS 0.768 0.864 0.812 0.878 0.791 0.832 0.823
BRC 0.703 0.857 0.771 0.883 0.749 0.810 0.792
BRC + RS 0.788 0.868 0.825 0.880 0.806 0.841 0.834

DVD WCS 0.552 0.785 0.646 0.848 0.656 0.739 0.700
RS 0.682 0.699 0.690 0.706 0.690 0.698 0.694
BRC 0.576 0.783 0.663 0.842 0.667 0.744 0.709
BRC + RS 0.690 0.719 0.704 0.730 0.703 0.716 0.710

Book2 WCS 0.468 0.730 0.569 0.828 0.610 0.702 0.648
RS 0.610 0.662 0.635 0.688 0.638 0.662 0.649
BRC 0.520 0.730 0.607 0.810 0.629 0.708 0.665
BRC + RS 0.734 0.673 0.702 0.644 0.708 0.674 0.689

Electronics WCS 0.626 0.747 0.681 0.788 0.679 0.729 0.707
RS 0.696 0.699 0.696 0.696 0.696 0.695 0.696
BRC 0.660 0.750 0.701 0.778 0.696 0.734 0.719
BRC + RS 0.756 0.718 0.735 0.700 0.743 0.719 0.728

Kitchen WCS 0.622 0.774 0.689 0.818 0.684 0.745 0.720
RS 0.718 0.725 0.721 0.726 0.720 0.723 0.722
BRC 0.638 0.777 0.700 0.816 0.693 0.749 0.727
BRC + RS 0.712 0.762 0.736 0.776 0.729 0.752 0.744

Table 9
a, b, k, DCnum and the remaining PT and NT by BRC or BRC + RS on six text sets with the best average Acc.

DSet Methods a (%) b (%) k DCnum PT NT

Book1 BRC 2 40 12 5 697 336
BRC + RS 3 100 18 18 330 330

Hotel BRC 1 30 7 3 615 312
BRC + RS 8 70 50 35 316 316

DVD BRC 4 40 40 12 833 395
BRC + RS 5 80 33 27 400 400

Book2 BRC 2 10 15 2 947 397
BRC + RS 5 10 36 4 396 396

Electronics BRC 4 30 22 7 606 395
BRC + RS 9 50 48 24 394 394

Kitchen BRC 4 60 22 14 667 400
BRC + RS 1 40 6 3 396 396

Table 8
The average Acc results of under the different a and b on DVD.

a (%) b

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 0.699 0.705 0.705 0.705 0.705 0.705 0.705 0.700 0.700 0.700
2 0.694 0.694 0.693 0.695 0.695 0.698 0.698 0.701 0.700 0.700
3 0.700 0.696 0.697 0.697 0.697 0.700 0.699 0.699 0.700 0.700
4 0.696 0.701 0.701 0.709 0.707 0.707 0.708 0.709 0.700 0.700
5 0.696 0.701 0.701 0.707 0.707 0.708 0.703 0.700 0.700 0.700
6 0.692 0.698 0.709 0.708 0.706 0.703 0.700 0.700 0.700 0.700
7 0.690 0.701 0.702 0.700 0.703 0.708 0.708 0.708 0.708 0.700
8 0.698 0.707 0.702 0.703 0.708 0.708 0.708 0.708 0.700 0.700
9 0.698 0.701 0.700 0.709 0.708 0.708 0.708 0.700 0.700 0.700
10 0.691 0.697 0.694 0.703 0.703 0.704 0.696 0.696 0.696 0.700
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one-class learning, and ensemble learning [17,40,41,45] are pro-
posed. For more details, please refer to the comprehensive survey
by He and Garcia [42]. However, all these effectiveness previous
studies strategies have been mainly conducted on non-text domain
(e.g., using UCI data sets [34–38,40–43]). Sun et al. [19] provided a
comparative study of existing strategies proposed for imbalanced
text classification using SVM through extensive experiments on
multiple benchmark data sets. The importance of imbalanced text
classification in real-world applications and the uniqueness of text
classification tasks were discussed (e.g., high dimensionality, sparse
feature spaces, and linearly separability in most tasks
[16,18,46,44,52]). Combarro et al. [44] proposed a family of linear
measures for feature selection and evaluated their effectiveness
with SVM classifiers on two text data sets (i.e., Reuters-21578 and
Ohsumed) and improvement on F1 was observed. Liu et al. [18]
studied a probability scheme based on feature weighting for



Fig. 1. A high density neighbor in the boundary without cutting.

Fig. 2. The high density neighbor in the boundary after cutting.

Fig. 3. Flow chart of the text sentiment classification procedures.

S. Wang et al. / Knowledge-Based Systems 37 (2013) 451–461 455
imbalanced classification. A feature is assigned more weight if it
appears more frequently in the positive training examples than in
the negative ones. Zheng et al. [16] proposed a feature selection
framework to select positive features that are most indicative of
membership of target category and negative features that are most
indicative of membership of non-target category separately. The
positive and negative features are then combined and used to
represent training texts. All of the research works mentioned above
focus on imbalanced text topic classification. Only a few of litera-
tures [47–49] considered the problem of imbalanced text sentiment
orientation. These research works focus on learning algorithms and
random under-sampling scheme.

3. Key steps of TSC

In this section, we briefly illustrate the techniques adopted in
the key steps of TSC such as text representation, feature weight
schemes, feature selection and classifier construction in this paper.

3.1. Text representation

Text representation is the precondition of text analysis. After
word segmentation a Chinese text can be representation by the
bag of words model which is one of most commonly employed
models in modern text analysis and is widely used in information
retrieval and text mining [24]. Words are counted in the bag, which
differs from the mathematical definition of a set. Each word corre-
sponds to a dimension in the resulting text representation space
and every text then becomes a vector for which each dimension
takes a non-negative value.

Let D be a set of review texts, T the set of distinct terms occur-
ring in D. In particular, a term is refer to a word in this paper. Sup-
pose the number of terms in T is m. A text is then represented as a
m-dimensional vector
VðdÞ ¼ ððt1;wðd; t1ÞÞ; . . . ; ðti;wðd; tiÞÞ; . . . ; ðtm;wðd; tmÞÞÞ

where d 2 D, ti 2 T and w(d, ti) denotes the weight of ti in text d.

3.2. Feature weight schemes

For TSC, the weight w(d,ti) is used to measure the significance of
ti to classifying contribution. In topic text classification, the term
weighting TFIDF (term frequency TF, inverse text frequency IDF)
has gained a great success. In sentiment classification, three kinds
of weight schemes Presence [5], TF [28] and TFIDF [19] were at-
tempted. In this paper, these three kinds of weight schemes will
be adopted in our comparative experiments.

3.3. Feature selection

In general, the original number of terms in T is very large. If all of
these terms are used to describe texts it will result in the high
dimensionality of text representation space and the sparsity of text
data which will worsen the performance of a classifier for TSC. Fea-
ture selection plays a very important role in reducing of high dimen-
sionality and the sparsity of data. Those terms with larger classifying
contribution should be selected as text representation features.
There are many effective feature selection methods for measuring
the classifying contribution of a term in machine learning, such as,
Information Gain (IG), Fisher Discriminant Ratio (FDR), Document
Frequency (DF), CHI and Mutual Information (MI) [7]. However,
for text sentiment classification, only the words of the part of speech
(POS) such as noun, adjective, verb, adverb and idioms are usually
with the positive or negative sentiment orientation [7,8,11,25,26].
The Chinese words and domain idioms similar to the situation in



Fig. 8. The best negative average recall RN on six text sets with four cutting
schemes.

Fig. 9. The best whole average accuracy Acc on six text sets with four cutting
schemes.

Fig. 4. The results on Book1 text set using BRC with three weights schemes.

Fig. 5. The results on Book1 text set using BRC + RS with three weights schemes.

Fig. 6. The results on DVD text set using BRC with three weights schemes.

Fig. 7. The results on DVD text set using BRC + RS with three weights schemes.
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English text sentiment classification are also often selected to repre-
sent texts in Chinese text sentiment classification. Some Chinese idi-
oms have obvious sentiment orientations. For example, some
Chinese idioms in the domain of computer book reviews are listed
below. (clear and easy to understand),
(visualized operations), (excellent quality and reason-
able price), (not to be missed), (understandability),

(impeccable), (enshrinement),
(obscure), (the only way which must be passed),

(World-renowned works), (obscure),
(not know what is said), (easily understood),
(full of loopholes), (books which must be read)’’.

3.4. Classifier based on support vector machine

As a relatively new machine learning method, SVM developed by
Vapnik (1995) [53] embodies the VC-dimension theory and the
structural risk minimization principle. It seeks a decision hyper-
plane to separate the training data points into two classes and
makes decisions based on the support vectors that are selected as
the only effective elements in the training set. Up to now, it is ver-
ified that SVM possesses the best performance for text sentiment
classification [5,7,8,11,23] in balanced training set. This paper
focuses on the problem of eliminating the imbalance of a training
data set. The treated training data are balanced. Therefore, we adopt
SVM to construct the classifier in this paper for imbalanced TSC.

4. Sample cutting for imbalanced text set

In order to balance the training data, one straightforward way is
re-sampling method, which balances the positive and negative
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classes either by over-sampling the minority class samples or by
under-sampling the majority class samples. However, many exist-
ing studies shown that under-sampling is an efficient strategy to
deal with class imbalance [34,38,39,43,19,47,50]. This method uses
a subset of the majority class to train the classifier. Since many
majority class examples are ignored, the training set becomes more
balanced and training process becomes faster. To improve the clas-
sification accuracy rate and recall value of the negative texts (usu-
ally the minority class) in an imbalanced text sets, in this paper, we
attempt a method of boundary region cutting (BRC) to clarify the
disorder class boundary region and to balance training set for TSC.

4.1. Some basic concepts

In order to show the proposed cutting method clearly, we intro-
duce several basic concepts.

Definition 1. Let D be a text set, d 2 D, e > 0 a constant number. We
call

NeðdÞ ¼ fdy 2 DjDistðd;dyÞ 6 eg
as the e-neighbor of d in D, where Dist(�, �) is a distance measure in
the text representation space.
Definition 2. Let D = C1 [ C2 be a review text set, C1 \ C2 = ; and
d 2 D. Ci(i = 1, 2) denotes the ith category text set. A text d is called
a within-class text if Ne(d) # C1 or Ne(d) # C2, and d is called a
boundary text otherwise.

It should be noted that whether a text d is a within-class text is
often related to the neighbor radius e.

Definition 3. Let d be a text in D. By Nk(d), we denotes the set of the
nearest k texts to d in D. And we call RkðdÞ ¼ 1

k

P
dx2NkðdÞDistðdx; dÞ

the average radius of k-neighborhood of d. For a given review text
set D, ekðDÞ ¼ 1

jDj
P

d2DRkðdÞ is called the average k-neighborhood
radius of D, where j � j denotes the cardinality of a set.
Definition 4. Let d 2 D. We call d a high density region text if the
text number in NekðDÞðdÞ is larger than a preselected threshold.
Definition 5. Let dx, d 2 D be two high density region texts. If
dx 2 NekðDÞðdÞ (or equivalently d 2 NekðDÞðdxÞ), dx is then called to
be high-density reachable from d. By HDRk(d), we denote all
high-density reachable texts from d.
4.2. Boundary region cutting algorithm BRC

The main idea of the algorithm BRC is as follows: For every
high-density neighbor in the boundary region, we cut some major-
ity class texts from it to clarify the disorder boundary region and to
balance two-class texts when the majority class texts are much
more than the minority class texts. If all other samples in the
high-density neighbor of a minority text are majority class texts
we consider it as a noise or an outlier, and put it away. The main
idea of BRC can be illustrated by Figs. 1 and 2.

There are two parameters a and b in Algorithm BRC that need to
be preassigned. The parameter a is used to tune the text number k
in a neighborhood, which shows how large the ratio of k to the
average text number of two class we expect. The parameter b is
used to control the least number DCnum of texts in a high density
neighborhood which shows how large the ratio of DCnum to k we
expect. For the given parameters a and b, k and DCnum are deter-
mined by the following formulas. In this paper, a 2 [1%,10%] and
b 2 [10%,100%].
k ¼ the number of training texts
the number of categories

� a ð1Þ

DCnum ¼ k� b ð2Þ

Let dx 2 DN. For the given k and DCnum, by k_n(dx) we denote the
text number in the neighborhood NekðDNÞðdxÞ, i.e., k nðdxÞ ¼
jNekðDN ÞðdxÞj. By DCnum_n(dx) we denote the text number in the
neighborhood NeDCnumðDNÞðdxÞ, i.e., DCnum nðdxÞ ¼ jNeDCnum ðDNÞðdxÞj.
We call NekðDN ÞðdxÞ a high density neighborhood, if k_n(dx) > -
DCnum_n(dx). The task of the boundary region cutting algorithm
BRC is to cut those high-density reachable positive texts of nega-
tive texts. Algorithm BRC is described as follows.

Algorithm 1. Boundary Region Cutting Algorithm (BRCA)

Input: training text set D = DP [ DN; DP-positive training text
set; DN-negative training text set; Cnum-the number of
categories; a; b.

Output: D0-new training set.

1:
 D0 = ;; k ¼ jDj

Cnum� a; DCnum = k � b;

2:
 for every dx 2 DN do

3:
 RkðdxÞ ¼ 1

k

P
dy2NkðdxÞDistðdy; dxÞ;
4:
 RDCnumðdxÞ ¼ 1
DCnum

P
dy2NDCnumðdxÞDistðdy; dxÞ;
5:
 end for

6:
 ekðDNÞ ¼ 1

jDN j
P

dx2DN
RkðdxÞ;
7:
 eDCnumðDNÞ ¼ 1
jDN j
P

dx2DN
RDCnumðdxÞ;
8:
 for every dx 2 DN do

9:
 RðdxÞ ¼ fdy 2 DNjdy 2 NekðDN ÞðdxÞg;

10:
 R�ðdxÞ ¼ fdy 2 DP jdy 2 NekðDNÞðdxÞg;

11:
 k nðdxÞ ¼ jNekðDNÞðdxÞj; DCnum nðdxÞ ¼ jNeDCnumðDN ÞðdxÞj;

12:
 if R�(dx) = ; then

13:
 ratio(dx) = 0;

14:
 else

15:
 ratioðdxÞ ¼ jRðdxÞj

jR�ðdxÞj;
16:
 end if

17:
 end for

18:
 for every item dx of DN in non-increasing order according

the value of ratio(dx) do

19:
 if R�(dx) – ; and k_n(dx) > DCnum_n(dx) then

20:
 if jR(dx)j = 1 and jR�(dx)j > jR(dx)j then

21:
 DN = DN � {dx};

22:
 if jDNj = jDPj then

23:
 goto Step 40;

24:
 end if

25:
 else

26:
 while jR�(dx)j > jR(dx)j and k_n(dx) > DCnum_n(dx)

do

27:
 dm ¼ arg max

dz2R�ðdxÞ
T

HDRkðdxÞ
jNekðDNÞðdzÞj;
28:
 DP = DP � {dm};

29:
 if jDNj = jDPj then

30:
 goto Step 40;

31:
 end if

32:
 for every dy 2 DN and dm 2 R�(dy) do

33:
 R�(dy) = R�(dy) � {dm};

34:
 k nðdyÞ ¼ k nðdyÞ � 1;

35:
 end for

36:
 end while

37:
 end if

38:
 end if

39:
 end for

40:
 D0 = DN [ DP;
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5. Procedures of text sentiment classification
The procedures of text sentiment classification are briefly de-
scribed as follows:

Step 1. Data pre-processing
Deleting non-textual information: By scanning text set, a
lot of messy codes and tags are deleted.
Chinese words segmentation and POS tagging: Process the
texts using the software for Chinese words segmentation
and POS tagging.1

Step 2. Data set partitioning
In order to test the performance of Algorithm BRC, we per-
form fivefold cross-validation on six data sets in five
domains. For each data set we randomly split it into five
text subsets. During each time of the fivefold cross-valida-
tion process, a single text subset is retained as the testing
text set, and the other four text subsets are merged as the
training text set.

Step 3. Feature selection and text representation
As discussed in Section 3.3, the Chinese words of the part
of speech (POS) such as noun, adjective and domain idioms
are selected as features to represent texts. For comparison,
three kinds of features weight measure schemes, i.e.,
TFIDF, TF and Presence are used to construct text represen-
tation vectors respectively.

Step 4. Sample cutting
Some positive training texts are cut in two ways, i.e., BRC
and BRC + RS before a classifier is trained. Where, BRC
refers to cutting texts only using Algorithm BRC. BRC can
cut the high density texts, and then balance the text
numbers of two classes only in the boundary region. The
complimentary random sampling method (RS) to BRC is
for further cutting some positive texts to balance the entire
training set after BRC. In this paper, Euclidean distance is
adopted to calculate the distance between two texts.

Step 5. Training a classifier
In this paper, we train a classifier by using Support Vector
Machine (SVM)2 on the cut training text set obtained by
BRC or BRC + RS.

Step 6. Classing unlabeled texts
For an unlabeled text, represent it by using the methods in
Step3, and present it to the classifier. The classifier then
returns a labeled result to it.

The flow chart about the text sentiment classification proce-
dures is shown in Fig. 3.

6. Experiment setup

Our experiments are conducted on six text sets, i.e., book review
and hotel review in Chinese, and book, DVD, electronics, kitchen
subjective texts in English. In order to exam the effectiveness of
the proposed cutting method, we conduct three group experi-
ments. In the first group, we compare the impact of varying feature
weight schemes of text representation. In the second group, we
study the impact of varying parameters in Algorithm BRC. In the
third group, we compare four pre-processing schemes which in-
clude WCS, RS, BRC and BRC + RS on six data sets.
1 http://ictclas.org/.
2 http://www.csie.ntu.edu.tw/cjlin/libsvm
6.1. Cutting schemes

In our experiments, the three kinds of data pre-processing
schemes RS, BRC and BRC + RS are respectively used to cut
training samples. On the basis of the cut training text sets, we
adopt SVM with linear kernel as the underlying classifier.

WCSs (Without Cutting Samples) refers to training the SVM
classifier on the original training text set.

RS (Random Sampling) indicates an under-sampling method
which randomly selects some positive training texts and cut them
until the training data set is balanced.

BRC and BRC + RS have been illustrated in Section 5.

6.2. Datasets collection

We collected a large number of Chinese subjective texts about
book review and hotel review and English subjective texts about
book, DVD, electronics, kitchen from related websites3 and some
research institutes.4

Chinese book review text set consists of 1357 Chinese book re-
view texts about 410 computer-related books, in which there are
933 positive texts and 424 negative texts. For this text set, two
subjects participated in the annotation procedure. The polarity tags
of the reviews were first annotated by one subject and then
checked by the other subject. The conflicts were resolved by dis-
cussion. The book reviews are generally more brief and their posi-
tive–negative orientation have various factors, such as content,
price, quality, and after-sales service. Here are two examples of
Chinese reviews:

Doc1.
3

4

(There’s no time to read it carefully, but with glancing over, feel
that it is indeed a classic book.)
Doc2.
(There are many mistakes in this book, in other words, many
knowledge points did not come up to reader’s expectations,
many of them are editing-phototypesetting wrongs. Fortu-
nately, I had read the textbook before reading it, if not, this ref-
erence book have to mislead myself.)

Chinese hotel review text set is from the hotel sentiment corpus
of Songbo Tan research group of computation technology institute
of Chinese academy of sciences. We selected 1000 positive texts
with document names from pos0.txt to pos999.txt and 400 nega-
tive texts with document names from neg0.txt to neg399.txt.

English data sets are from the corpora constructed by Li et al.
[47].

Some characteristics of six data sets are shown in Table 1,
where
LAN
http://www.dangdang.com.
http://www.am-azon.cn.
Language;

DSet
 Text set;

WP
 Number of whole positive texts;

WN
 Number of whole negative texts;

PTr
 Number of positive training texts;

NTr
 Number of negative training texts;

PTe
 Number of positive testing texts;

NTe
 Number of negative testing texts.

http://ictclas.org/
http://www.csie.ntu.edu.tw/cjlin/libsvm
http://www.dangdang.com
http://www.am-azon.cn
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6.3. Evaluation measures
In this paper, four classical evaluation measures, Precision,
Recall, F1-measure[7–11], Accuracy [45,47] are adopted to test
the effectiveness of data pre-processing schemes. By RN (RP), PN
(PP), FN (FP) and Acc we denote Recall, Precision and F1-measure
of positive (negative) review texts and Accuracy respectively.
These evaluation measures can be calculated by the following for-
mulas respectively.

RNðRecallÞ ¼ d
bþ d

ð3Þ

PNðPrecisionÞ ¼ d
c þ d

ð4Þ

FNðF1-measureÞ ¼ 2� RN � PN
RN þ PN

ð5Þ

RPðRecallÞ ¼ a
aþ c

ð6Þ

PPðPrecisionÞ ¼ a
aþ b

ð7Þ

FPðF1-measureÞ ¼ 2� RP � PP
RP þ PP

ð8Þ

AccðAccuracyÞ ¼ aþ d
aþ bþ c þ d

ð9Þ

where a (true positive) denotes the number of test texts that the
true class of them is positive, and were classified into the positive
class; b (false positives) denotes the number of testing texts that
the true class of them is negative, but were classified into the posi-
tive class; c (false negatives) denotes the number of testing texts
that the true class of them is positive, but were classified into the
negative class; d (true negatives) denotes the number of testing
texts that the true class of them is negative, and were classified into
the negative class.

We tested an experimental configuration five times with differ-
ent random training set and testing set that split each of six text
sets, i.e., fivefold cross-validation. Then, the classifiers trained by
four ways, i.e., WCS, RS, BRC, BRC + RS are applied to each of the
corresponding testing text sets, so that we could compare the aver-
age of these results.

7. Experimental results and analysis

According to the procedures of text sentiment orientation clas-
sification and the experimental setup described in Sections 5 and 6
respectively, we conduct the following three groups of experi-
ments on six text sets. It should be noted that the testing text sets
are balanced, and all of the experimental results are in the case of
fivefold cross-validation.

7.1. Comparison of feature weight schemes

In general, text representation method including feature selec-
tion and feature weight scheme would influence classification
results. In this group of experiments, we compare the results of
three kinds of feature weight schemes TFIDF, TF and Presence for
sentiment orientation classification on six text sets.

The values of k and DCnum obtained by using Formulas (1) and
(2) under a = 1% and b = 10% are given in Table 2.

The number of the remaining positive and negative training
texts in six text sets with three feature weight schemes after using
BRC and BRC + RS are shown in Table 3. Where, by Dset, Pre, PT and
NT we denote text set, Presence, positive text, negative text
respectively.

Owing to the reasons of analogous experimental conclusion and
lack of space, we only show the experimental results in Figs. 4–7
on Book1 text set in Chinese and DVD text set in English here.
From Figs. 4–7 we can see that the weight scheme Presence has
the best classification results in almost all experiments on two text
sets under two cutting methods BRC and BRC + RS except the RN,
FN and PP on Book1 text set under the cutting method BRC.

We guess that the reason of the better performance of Presence
than TFIDF and TF is the shorter text length in our text sets and the
very low frequency of each feature in a text. Therefore, the weight
scheme presence is adopted in the other experiments shown in
Sections 7.2-7.3.

In order to compare the whole stability in six evaluation values
of BRC and BRC + RS, we count the means and variances of BRC and
BRC + RS in RN, PN, FN, RP, PP, FP on Book1 and DVD. The result is
shown in Table 4.

From Table 4, we can see that the corresponding means of BRC
and BRC + RS are of flat, however, the variances of BRC + RS are two
orders of magnitude smaller than the corresponding variances of
BRC on two text sets Book1 and DVD. This indicates that adding
RS to BRC can indeed achieve the trade-off effect of classification
performance between the negative and positive samples. In other
words, RS can promote the proportionality of BRC in all six evalu-
ation measures.
7.2. Parameter determining

As mentioned in Section 4.2, two parameters a and b in the
algorithm BRC need to be preassigned. To study their impact to
classification performance, in this group of experiments, we will
vary a from 1% to 10% and b from 10% to 100% with the feature
weight scheme Presence. The experimental results about RN and
Acc on six text sets are conducted. Owing to the reasons of analo-
gous experimental conclusion and lack of space, we only show the
experimental results in Tables 5–8 on Book1 text set in Chinese
and DVD text set in English here.

In the view of negative average recall RN, by only using BRC,
their best average values in two text sets Book1, DVD are 0.724,
0.584 with the corresponding (a,b) values (9%,10%), (10%,10%)
from Tables 5 and 6. In Hotel, Book2, Electronics and Kitchen, their
average values are 0.783, 0.554, 0.69, 0.686 with the corresponding
(a,b) values (1%,10%), (10%,10%), (7%,10%), (5%,10%) from the
experiment results.

In the view of whole average accuracy Acc, by only using BRC,
their best average values in two text sets Book1, DVD are 0.820,
0.709 with the corresponding (a,b) values (4%,20%), (4%,40%) from
Tables 7 and 8. In Hotel, Book2, Electronics and Kitchen, their aver-
age values are 0.792, 0.665, 0.719, 0.727 with the corresponding
(a,b) values (1%,30%), (2%,10%), (4%,30%), (4%,60%) from the exper-
iment results.

The analysis above indicates that, in practical applications of
BRC, we should select a smaller b if users hope a higher negative
recall RN; we should select smaller a and b if users hope a higher
whole accuracy Acc.

The values of a, b, k, DCnum and the remaining PT and NT by
BRC or BRC + RS on six text sets with the best Acc are given in
Table 9.

Table 9 gives us the following enlightenment. In practical appli-
cations of BRC + RS, because RS cuts some positive samples again
after BRC, the control parameter of a neighborhood a should be
selected a bigger value, and the density control parameter of a
neighborhood b should be selected a bigger value than that only
of BRC if users hope a higher whole accuracy Acc.
7.3. Comparison of different cutting strategies

In this group of experiments, we compare four pre-processing
schemes WCS, RS, BRC and BRC + RS on six text sets.
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The best values of negative average recall RN on 6 text sets with
four cutting schemes WCS, RS, BRC and BRC + RS are given in Fig. 8.
And the best values of whole average accuracy Acc on six text sets
with four cutting schemes WCS, RS, BRC and BRC + RS are also
given in Fig. 9.

The other evaluation measures RN, PN, FN, RP, PP and FP corre-
sponding to the best average Acc on six text sets with four cutting
schemes WCS, RS, BRC and BRC + RS are given in Table 10.

From Figs. 8 and 9, we can see that the superior order is
BRC + RS, RS, BRC and WCS with respect to RN and Acc. This implies
that a cutting strategy of the positive samples should be added into
the data pre-processing for TSC. The reason of the weaker perfor-
mance of BRC than RS may be caused by the imbalance of the train-
ing data set cut only by BRC. However, adopting RS after using BRC
can overcome this drawback, it can further cut some positive sam-
ples to balance the entire training data set. So BRC + RS has the best
average performance among four cutting schemes.

8. Conclusion and future work

In this paper,we proposes a kind of sample cutting method for
text sentiment classification on imbalanced two-class data. The
main idea of the method is cutting some majority class texts in
the high density boundary region to balance two-class texts. For
this purpose, some notions such as high density neighbor, high
density reachability between two samples are introduced. And
the boundary region cutting algorithm BRC is proposed as well.

To check the validity of the proposed method three groups of
experiments are designed on six text sets about hotel review and
book review in Chinese, and about book, DVD, electronics, kitchen
in English respectively. Three kinds of often-used feature weight
schemes, TFIDF, TF and Presence are tested in a group of experi-
ments. The experimental results show that Presence has the best
average performance.

The second group of experiments are designed to observe the
impact of the parameters a and b in BRC to text sentiment classifi-
cation. Our experiments show that, in practical applications of BRC,
we should select a smaller a if users hope a higher negative recall
RN; we should select smaller a and b if users hope a higher whole
accuracy Acc. And, in practical applications of BRC + RS, because RS
cuts some positive samples again after BRC, the control parameter
of a neighborhood a should be selected a bigger value, and the den-
sity control parameter of a neighborhood b should be selected a
bigger value than that only of BRC if users hope a higher whole
average accuracy Acc.

The third group of experiments are conducted to check the per-
formance of two kinds of different sample cutting strategies BRC
and BRC + RS. The experimental results indicate that BRC can
indeed enhance the recall value of negative texts (i.e. the minority
category). However the recall value of positive texts and the preci-
sion of negative texts will be reduced to a certain extent. In the
view of combination strategy, BRC + RS can give a tradeoff between
the evaluation measures, Precision and Recall on two categories
and make the synthetical evaluation measure F1 obtain a larger in-
crease. As a whole, BRC + RS has the better performance than BRC.
It is because RS can further balance entire training text set after
BRC clarifies the boundary region. So combining appropriate text
cutting methods is needed.

It should be pointed out that determining the values of param-
eters a and b in BRC is empirical. We will explore the automatical
method to determine them according to the data distribution in
our future works.

Although the boundary region cutting algorithm BRC is aimed
to text sentiment classification we believe that it is also suitable
to any two-category classification problem with imbalanced sam-
ple data.
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