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a b s t r a c t

Although there are some support vector machine (SVM) based methods for image segmentation,
automatically and accurately segmenting objects that appeal to human perception is indeed a significant
issue. One problem with these methods may be that the human visual attention is seldom taken into
consideration. This paper proposes a novel visual saliency based SVM approach for automatic training
data selection and object segmentation, namely Saliency-SVM. Firstly, a trimap of the given image is
generated according to the saliency map in order to estimate the prominent object locations. Then,
positive (salient object) and negative (background) training sets are automatically selected through
histogram analysis on trimap for SVM training. Finally, the whole salient object is segmented using the
trained SVM classifier. Experiment results on a benchmark dataset demonstrate the effectiveness of the
proposed approach.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Image segmentation is one of the most challenging problems in
computer vision and image processing as it serves as a key and
fundamental step to higher-level tasks such as image retrieval,
object recognition and image understanding [1]. The goal of image
segmentation is to partition an image into some no-overlapped
meaningful regions, which have more similarity in the regions and
less similarity between the regions. In recent years, there have
been tremendous researches for image segmentation [1,2], such as
threshold methods [3,4], region-based methods [5,6], edge detec-
tion methods [7,8], level set and active contour models [9,10],
graph-based method [11], clustering methods [12,13], superpixel
based method [14], and other hybrid techniques.

Threshold segmentation methods are widely used because of
their simplicity and efficiency. However, traditional histogram-
based threshold algorithms can only separate those areas which
have distinct different gray levels. In addition, they cannot work
well for images whose histograms are nearly unimodal. For edge-
based methods, the most commonly used edge detection operators
include Candy, Sobel, Prewitt and Laplacian. These operators are
suitable for images which are simple and noise-free, and they focus
on detecting pixels with abrupt grayscale changes on the object
edges, therefore hard to yield closed contours or homogeneous

regions. While region growing, splitting, merging and other region-
based segmentation algorithms often deal with spatial repartition
of image feature information to generate closed and homogeneous
regions. But over-segmentation and under-segmentation are critical
issues to be considered in such methods. And the task of level set-
based image segmentation and active contour models are always
formulated in energy minimization frameworks by selecting a set of
suitable criteria, which are encoded as region or boundary func-
tional in a cost function. If the coarse initial contours of the objects
are provided appropriately by the user beforehand, this kind of
methods can obtain promising segmentation results. Graph based
image segmentation methods are modeled to divide a graph into
several sub-graphs such that each of them represents a meaningful
object in the image, but they always suffer from high computational
complexity. And clustering methods, viewing an image as a large
number of multidimensional data and classifying the image into
different parts according to certain homogeneity criterion, can get
much better segmentation results. But over-segmentation is the
problem that must be solved and feature extraction is also an
important factor for clustering. Superpixel or image segments can
provide helpful grouping cues to guide segmentation and reduce
the computational complexity. But sometime the segmentation
performance depends on the superpixel generation approach. In
conclusion, though much emphasis has been put on image seg-
mentation and many approaches have been proposed in recent
decades, there is no universal segmentation approach effective for
all kinds of images.

As mentioned above, image segmentation can be viewed as a
classification problem, which means labeling each pixel according
to certain essential characteristics. Therefore lately, some popular
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classification methods have already been utilized successfully for
image segmentation. Among them, support vector machine (SVM)
proposed by Vapnik [15], is an excellent learning and classification
method with the characteristics of high accuracy, fast computa-
tional speed, robustness and strong generalization ability. More-
over, SVM exhibits many unique advantages in solving classi-
fication problems with small size samples, nonlinear and high
dimension, making it more suitable for image segmentation.

Considering segmenting a given image into foreground and
background, this problem can be treated as a typical binary
classification problem, therefore these advantages of SVM men-
tioned previously can be taken to solve this problem. Therefore,
SVM classifier was used for some special image segmentation
problems. Yu and Chang [16] presented an effective and efficient
method for solving scenery image segmentation by applying SVM
classifier. Mitra et al. [17] proposed a supervised pixel classifier for
remote sensing image segmentation, and an active support vector
learning algorithm was adopted to decrease the number of labeled
points required to design the classifier. Cyganek [18] proposed an
efficient color segmentation method which was based on the one-
class SVM classifier, and the method has been developed especially
for the road signs recognition system. Recently, some SVM based
methods were also proposed for color image segmentation. Yu
et al. [19] introduced a new SVM-based approach named Fast
Support Vector Machine (FSVM), in which positive and negative
training pixels were firstly marked by users as small rectangles in
objects and background. Then a pruning strategy based on
Gaussian model and a projection process were used to preserve
support vectors while eliminating redundant training vectors.
Finally, the remaining pixels viewed as the test set, was segmented
into several regions by the trained SVM classifier. Experiment on
some test images demonstrated that FSVM can significantly reduce
the computational cost without losing classification performance.
But manual intervention is required in FSVM because training
samples are pre-specified by users. Furthermore, different training
samples will affect the final segmentation performance of FSVM.
More recently, a new approach for color image segmentation using
SVM and Fuzzy c-means (FCM) was proposed [20], in which
training samples of SVM were randomly selected from FCM
clustering results. However, the number of clusters of FCM must
be set in advance, and the random selection of training samples
will also affect the final segmentation performance. An unsuper-
vised method based on saliency maps and Fuzzy SVM was
presented [21], in which saliency maps and corner points were
used to produce a rectangle where the object locates. Then, Fuzzy
SVM was used to segment single object in the rectangle. However,
in the training process, the positive training samples in the
rectangle must fall within the object. Otherwise they will affect
the training results.

Though much emphasis has been put on SVM-based image
segmentation and many approaches have been proposed, it is still
a challenging task to automatically segment natural images due to
their inherent complexity. And there are some unresolved issues
in existing methods: (1) Similar to other SVM classification tasks,
how to choose kernel function and its parameters still remains
unresolved theoretically in SVM-based image segmentation and
(2) SVM adopts a supervised learning mechanism, which makes
use of some labeled training samples to learn the classifier, while
these labeled training samples are not always available in practical
tasks, especially for various image segmentation problems. And as
far as we know, these two overlooked issues are rarely mentioned
in the literature about SVM-based image segmentation. Restricted
by the paper length, the first issue is beyond the scope of this
paper. Therefore, how to effectively exploit multiple characteristics
of image itself to automatically generate SVM training sets, as
well as explore the excellent classification performance of SVM

classifier for automatic color image segmentation is the main focus
of this paper.

Recently, visual saliency detection, being closely related to how
we perceive and process visual stimuli, is investigated by multiple
disciplines including cognitive psychology, neurobiology, compu-
ter vision and image processing, and it has been successfully
applied in combination with other methods for image segmenta-
tion [22–25]. In [22], a saliency map produced by spectral residual
approach [26] was used to provide seeds for graph cuts imple-
mentation. And in [23], salient regions extracted by the saliency
map and threshold method were viewed as the initialized regions
for GrabCut segmentation method [27]. Similarly, the visual
attention saliency map generated by three (color, intensity, and
orientation) feature maps was used to guide region merging using
a simple modified particle swarm optimization [24]. Later, a
saliency-directed color image segmentation approach was pre-
sented in [25], in which a special facial saliency map was used to
guide region merging method for the tracking based face segmen-
tation. It follows that saliency maps generated using selective
attention models can provide some useful cues for image
segmentation.

Therefore to address the issues mentioned above, this paper
proposes a novel and efficient approach integrating visual saliency
detection and SVM classifier, namely Saliency-SVM, for automatic
and adaptive color image segmentation. Unlike other SVM training
dataset selection methods, salient region and background pre-
segmented based on a saliency map extracted by visual saliency
are explored to identify the positive and negative training datasets
of SVM. And then, training pixels are automatically selected by a
local homogeneity criterion for SVM training. Finally, the salient
object is segmented from background using the trained
SVM model.

The rest of this paper is organized as follows. In Section 2, we
briefly introduce some related work about saliency detection
method and SVM. The detailed process of the proposed Saliency-
SVM is described step by step in Section 3. In Section 4, experi-
ment results are analyzed and discussed. Finally, conclusions are
addressed in last section.

2. Background knowledge about visual saliency detection
and SVM

For the sake of readability of the following sections, we first
briefly introduce some background knowledge about visual sal-
iency detection mechanism and standard SVM.

2.1. Visual saliency detection mechanism

Human visual system has selective attention mechanism that
directs human vision to the most interested parts of the received
visual scene, which is often referred to as salient region, region of
interest, or attention region. Using visual selective attention in a
computer vision or image processing system can diminish the
received visual data to some compact and relevant information
[28]. In this way, saliency maps produced by visual selective
attention are always used to find approximate object locations that
are relatively meaningful and consistent with human perception.
And the salient value of each pixel in a saliency map corresponds to
how much attention may be focused on it. In other words, saliency
describes what is prominent or noticeable. To find the attention
region in a given image, many computational approaches have been
proposed to model visual saliency maps in research fields of
psychology, neurobiology, image processing and computer vision.

Based on a biologically plausible model proposed by Koch and
Ullman [28], Itti and Koch proposed the most influential saliency
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model derived from “feature integration” theory to simulate the visual
search process of human for rapid scene analysis [29]. Their system
separately constructed intensity, color and orientation feature maps by
a set of linear center-surround contrast using the difference between
multiple scales. Saliency map was obtained as a combination of three
feature maps, and determined a gaze point at the largest feature value.
Later, Harel et al. combined activationmaps derived from graph theory
and other maps obtained by Itti's model to form a new graph-based
saliency map [30].

Ma and Zhang proposed local contrast analysis to estimate
saliency using a fuzzy growth model [31]. In addition, Liu et al.
employed a set of features including multiscale contrast, center-
surround histogram and color spatial distribution to describe a
salient object, and a Conditional Random Field (CRF) was learned by
combining these features to detect salient object [32]. Goferman
et al. proposed a context-aware saliency to detect the image
regions, which depended on the single scale and multiscale saliency
detection [33]. Lately, Cheng et al. proposed a regional contrast
based saliency extraction algorithm [34], which simultaneously
evaluated global contrast differences and spatial coherence.

In addition to the contrast based methods mentioned above,
saliency map can be computed by image frequency domain
analysis. By analyzing the log-spectrum of natural images, Hou
and Zhang generated the saliency map based on the spectral
residual of the amplitude spectrum of an image's Fourier trans-
form [26]. However in [35,36], the authors proposed and proved
that it is the phase spectrum instead of amplitude spectrum of
Fourier transform is the key to calculate the locations of salient
regions. More recently, Achanta et al. applied a frequency tuned
method to compute center-surround contrast using color differ-
ences from an image, in which saliency values were averaged
within image segments produced by MeanShift pre-segmentation
[37]. Then, the authors extended their work in [38] by varying the
bandwidth of the center-surround filtering near image borders
using symmetric surrounds. Generally, compared with methods
based on image feature contrast, methods based on frequency
domain analysis can be easily implemented since they have lower
computational complexity and fewer parameters.

2.2. Support vector machine

Support vector machine (SVM) is a state-of-the-art machine
learning technique whose foundations stem from statistical learning
theory [15]. It adopts structural risk minimization principle which
overcomes the conflict between over-fitting and under-fitting. And it
has strong generalization to reduce the influence of the noises in
training set under good accuracy. In addition, it overcomes the
problems of dimension disaster through non-linear transform and
dot matrix kernel function which is not to add computational
complexity when mapping to higher dimension space.

Given a training dataset of l points fxi; yigli ¼ 1 with the input
data xiARn and the corresponding target yiAf�1; þ1g. In feature
space, SVM takes the form:

YðXÞ ¼ωTφðXÞþb ð1Þ

where the non-linear mapping φð�Þ maps the input vector into a
so-called higher dimensional feature space, b is the bias and ω is a
weight vector of the same dimension as the feature space.

SVM formulations start from the assumption that the linear
separate case is

ωTxiþbZþ1 if yi ¼ þ1
ωTxiþbr�1 if yi ¼ �1

(
ð2Þ

For the non-separable case

ωTφðxiÞþbZþ1 if yi ¼ þ1
ωTφðxiÞþbr�1 if yi ¼ �1

(
ð3Þ

In this space, a linear decision surface is constructed with
special properties that ensure high generalization ability of the
network. By using a non-linear kernel function, it is possible to
compute a separating hyper-plane with a maximum margin in a
feature space.

We need to find an existing maximum margin 2=JωJ between
the classes among all hyper-planes separating the data. So, the
classification problem is transformed into a quadratic program-
ming problem:

min
1
2
ωTωþC ∑

l

i ¼ 1
ζi

s:t yiðωTφðxiÞþbÞ ¼ 1�ζi; ζiZ0; i¼ 1;…; l ð4Þ
where C is the trade-off parameter between the error and margin.

The quadratic programming problem can be solved by using
Lagrangian multipliers αiAR. The solution satisfies the Karush–
Kuhm–Tucker (KKT) conditions. And ω can be recovered by using
ω¼∑l

i ¼ 1αiyiφðxiÞ, where αi are non-zero values and xi are
support vectors (SV).

The decision boundary is determined only by the support
vectors. Let tjðj¼ 1;…; sÞ be the indices of the s support vectors.
Then we can rewrite

ω¼ ∑
s

j ¼ 1
αtj ytjφðxtj Þ ð5Þ

The quadratic programming problem is solved by considering
the dual problem

max
α

QðαÞ ¼ �1
2

∑
l

i;j ¼ 1
αiαjyiyjKðxi; xjÞ

s:t

0rαirC

∑
l

i ¼ 1
αiyi ¼ 0

8><
>: ð6Þ

With the kernel trick (Mercer Theorem)

Kðxi; xjÞ ¼φðxiÞTφðxjÞ ð7Þ
Several types of kernels, such as linear, polynomial, splines,

RBF, and MLP, can be used within the SVM. This finally results in
the following:

yðxÞ ¼ signð∑αiyiKðx; xiÞþbÞ ð8Þ
In addition to linear classification, SVM can be applied to

nonlinear classification tasks, in which nonlinear mapping is used
to generate the features from the original data space. The non-
linearly separable data to be classified is mapped into a high-
dimensional feature space, where the data can be linearly
classified.

Although studies of visual attention have demonstrated that
saliency map is sufficient to offer some useful information about
salient objects and background [21–24], but as far as we know, the
application of saliency map to automatically guide training data
selection for SVM-based image segmentation is seldom reported.

3. Proposed saliency-SVM for image segmentation

In this paper, we attempt to obtain a solution to realize
automatic selection of SVM training data and automatic image
segmentation. The proposed Saliency-SVM method starts with
saliency detection to find the prominent locations of salient object.
And then a more discriminative representation, i.e., a trimap
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consisting of salient object, background and the residual region, is
exploited to improve the result of saliency detection. Thus, positive
(object) and negative (background) training datasets of SVM are
automatically selected by means of histogram analysis on the
trimap. To improve the SVM training speed, a local homogeneous
criterion is used to select training pixels. Finally, the salient object
is segmented from background using the trained SVM model. The
whole procedure of proposed Saliency-SVM is illustrated as Fig. 1,
which will be described in detail in the following subsections.

3.1. Pre-segmentation and trimap generation

Motivated by the visual attention model, which has been
successfully extended to some image segmentation approaches
[22,23], spectral analysis method [26,36] is employed to construct
a saliency map indicating the potential salient regions due to its
low computational cost and unsupervised manner.

For a given color image, at first, transform it to a gray level
image Iðx; yÞ, and its saliency map SMðx; yÞ is calculated as follows:

f ðx; yÞ ¼ FðIðx; yÞÞ ð9Þ

pðx; yÞ ¼ Pðf ðx; yÞÞ ð10Þ

SMðx; yÞ ¼ gnJF �1½ei�pðx;yÞ�J2 ð11Þ
where F and F �1 refer to the Fourier Transform and Inverse
Fourier Transform, respectively. pðx; yÞ represents the phase spec-
trum of the Fourier transformed image, and gn is a 2D Gaussian
convolution with s¼ 8 for a better visual effect as used in
Refs. [26,36].

Saliency map generated in this way is a gray level image, which
represents the salient value of each pixel. The saliency values
range from 0 to 255. The larger the saliency value, the more likely
the pixel attracts the observer's interest, as shown in Fig. 2(b). In
order to further identify the location of a salient object, the object
map OMðx; yÞ is obtained by a binarization precessing for SMðx; yÞ:

OMðx; yÞ ¼
0 if SMðx; yÞot

1 if SMðx; yÞZt

(
ð12Þ

The binarization threshold t is set to be the value which maximizes
the discrimination criterion ðs2

B=s2
W Þ of two classes (the salient

object and background), where s2
B is the between-class variance

and s2
W is the within-class variance, respectively.

As illustrated in Fig. 2(c), the white area of OMðx; yÞ represents
the rough estimation of salient object Ro, while black area means
the rough estimation of background Rb. And we have found that in
general natural scene images, most of the salient object appear at
or near the center of the image in order to attract user attention
distinctly. So, the binary object map OMðx; yÞ should be regularized
using some morphological operators [39], to remove these uncer-
tain pixels near the boundary of Ro. Here, the boundary of Ro is
shrunk to form a more accurate salient object mask Mo, and then it
is expanded to form the background mask:

Mo ¼ Ro⊖Ere
Mb ¼ ððRo � Drd Þ�RoÞ [ Rb ð13Þ

where ⊖Ere is an erosion operator indicating shrinking region Ro
for re pixels, and �Drd is a dilation operator denoting expanding
region Ro for rd pixels. A square structural element with the width
of 10 pixels is used in erosion and dilation operators.

Therefore, salient object and background in the given image
can be pre-segmented with the masks Mo and Mb, as shown inFig. 1. Procedure of saliency-SVM.

Fig. 2. (a) Original image; (b) saliency maps; (c) binary mask; (d) salient region; (e) background; (f) trimap.
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Fig. 2(d) and (e). Finally, a coarse trimap fTo; Tr ; Tbg is produced, in
which To means salient object pre-segmented, Tb represents back-
ground, and Tr is the uncertain pixel set in residual region, as
shown in Fig. 2(f).

As can be seen from Fig. 2, salient object and background pre-
segmented in this stage are only approximate representations, but
this pre-processing stage driven by visual saliency is simple and
fast, and the results obtained can provide some essential cues for
the subsequent SVM-based training and segmentation.

3.2. SVM training dataset generation

As described previously, we strive to achieve an automatic SVM
image segmentation method purely based on the characteristics of
image itself. And it can be seen that pixels in To and Tb regions
have obvious distinguishing characteristics, such as color feature
and spatial location. Therefore, in order to accurately segment out
salient object from background, all pixels in To and Tb can be used
to train the SVM classifier. However, all these pixels are redundant
as training samples, and the total number of these pixels makes a
large-scale training dataset for SVM training. Obviously, in salient
object and background, there are always some pixels that can
represent certain characteristics of homogeneous region where
they locate, referred to as “representative pixels” in this paper. So
to solve the problem mentioned above, in this stage, we aim at
performing SVM training on a small-scale training dataset con-
sisting with representative pixels in To and Tb regions to speed up
the process.

The primary difference between salient object and background
is often reflected in color feature and spatial location. In order to
select a set of representative pixels from region To and Tb, we use
pixel color and spatial features as the distinguishing property. So,
pixels that satisfy the following two-fold criteria are selected as
representative ones to constitute the SVM training datasets:

Spatial criterion: Pixel that locates in To or Tb region
Color criterion: Pixel that with dominant color of To or Tb

The first spatial criterion of representative pixel is easy to
obtain, that is the two-dimensional horizontal and vertical coor-
dinates. And the dominant colors of To and Tb in second criterion,
which can represent the distinguishing color distribution charac-
teristic of each region, are determined by the following scheme.

3.2.1. HSV color space quantization
There are many ways can be used to express dominant colors.

However, the most commonly used RGB color space contains 2563

possible colors, which is too computationally expensive in the
feature extraction process even for small sized images. On the
other hand, HSV (Hue: [0, 3601], Saturation: [0, 1], and Value:
[0, 1]), which is capable of emphasizing human visual perception,
is shown to have better results for image segmentation than RGB
color space [40]. Thus, in order to determine the dominant color of
region To and Tb, a quantization operation in HSV color space is
firstly implemented to reduce the computational complexity. That
is to say, each channel of HSV color space is quantized to different
values, and then a one-dimensional histogram is generated.

Because the human visual system is more sensitive to hue than
to saturation and intensity so that the hue channel should be
quantized finer than saturation and intensity. And it is well known
that the color distribution (red, orange, yellow, green, cyan, blue
and purple) of the hue channel is not uniform, therefore a non-
uniform quantization scheme similar to [41] is applied. As a result,
the hue channel is quantized to 7 non-uniform bins represented
from 0 to 6, and each indicates a major color, as shown in Fig. 3.

And the saturation and intensity channels are quantized non-
uniformly to three bins in the same way. Taking red color for the
example, S channel fromwhite to red with different saturation and
V channel from black to white with different intensity are shown
in Fig. 4. When S value is large enough, for instance S is greater
than 0.8, region-III can be regarded as pure red color. And when V
value is small enough, for instance V is smaller than 0.2, region-I
can be perceived as a pure black area. Therefore, three non-
uniform bins expressed from 0 to 2 are enough to represent the
saturation and intensity information.

The quantization scheme can also be summarized as follows:

H ¼

0 if hAð342;16�
1 if hAð16;42�
2 if hAð42;64�
3 if hAð64;152�
4 if hAð152;195�
5 if hAð195;280�
6 if hAð280;342�

8>>>>>>>>>>><
>>>>>>>>>>>:

S¼
0 if sA ½0;0:3Þ
1 if sA ½0:3;0:8Þ
2 if sA ½0:8;1�

8><
>:

V ¼
0 if vA ½0;0:2Þ
1 if vA ½0:2;0:7Þ
2 if vA ½0:7;1�

8><
>:

ð14Þ

According to the above quantization scheme, one-dimensional
feature vector is constructed by three channel values as follows:

L¼ QsQvHþQvSþV ð15Þ
where Qs and Qv are quantization coefficients of saturation and
intensity channels, respectively. As most quantization methods
used, quantization coefficients are set as Qs ¼ Qv ¼ 3, hence,

L¼ 9Hþ3SþV ð16Þ
Thus, three channels (hue, saturation and intensity) can be
distributed in one-dimensional vector L and LAf0;1;…;62g.
Because the quantization result has only 63 bins, the computa-
tional complexity will be decreased tremendously. Furthermore,
by considering the non-uniform character in three channels, the
quantization result is more similar to the human vision mode. So
the color value of each pixel in To and Tb regions can be quantized
to one of 63 colors, and then the HSV histogram with 63 bins of To
and Tb will be calculated subsequently to determine their domi-
nant colors by peak selection in next step, respectively.

3.2.2. Histogram peak selection
Peaks in histogram can indicate the distribution information of

image colors. For a color image, dominant colors could be
identified by peaks in its global histogram. While there are obvious

Fig. 3. Hue channel quantization. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 4. SV channels quantization. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

X. Bai, W. Wang / Neurocomputing 136 (2014) 243–255 247



color differences between salient object To and background Tb
extracted previously, so dominant colors of these regions can be
found by histogram peak selection. Hence, after the HSV color
space quantization, an adaptive histogram peak selection method
is subsequently presented to reduce the number of colors in
quantized HSV color space and ignore less frequently occurring
colors, so as to select the dominant colors of To and Tb regions.

Considering that the colors in a natural image typically cover
only a small portion of the full color space, and statistical result on
1000 natural images shows that no more than three or four
dominant colors exist in salient object or background in above
85% images. So, it is assumed that no more than three dominant
colors are necessary to describe To and Tb regions. Taking salient
regions To for the example, the main steps to adaptively select
histogram peaks are briefly stated as follows:

Step 1: Calculate the global histogram of region To after HSV
color space quantization:

Ho ¼Numðf ðx; yÞ ¼ liÞ
NumðToÞ

; ðx; yÞATo; liA 0;1;…;62f g;

where NumðToÞ means the total number of pixels in
region To, and Numðf ðx; yÞ ¼ liÞ is the number of pixels
with color level li in To.

Step 2: Identify all peaks Pko : Pl1 ; Pl2 ;…; Plk , li is the color level
index of the ith peak, and l1o l2o⋯o lk.

Step 3: Compute the max and min peak values of Ho.
Pmax ¼maxfPl1 ; Pl2 ;…; Plk g, Pmin ¼minfPl1 ; Pl2 ;…; Plk g, the
mean value μm ¼ ðPmaxþPminÞ=2 and the standard devia-

tion sm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

i ¼ 1ðPli �μmÞ2=k
q

. The height threshold in To
is set as Tho ¼ μm�sm. Some lower peaks are removed
based on Tho, and new peaks Pho : Pl1 ; Pl2 ;…; Plh are
generated.

Step 4: Remove some peaks according to width threshold Two.
The threshold Two ¼ 20 is set based on the assumption
that there should be no more than three dominant colors
in To object. For two adjacent peaks Pli and Plj , if
ðlj� liÞoTwo, then keep the peak with greater value and
remove another peak from Pho.

Step 5: Output the final peak sequence Pno, and dominant colors
of To are determined as Co : l1; l2;…; ln.

Similar to the manner of salient region To, the dominant colors
Cb of background Tb can be obtained too. After the above proces-
sing, representative pixels that locate in salient region To and with
dominant color Co, as well as those locate in background Tb and
with dominant color Cb, can be selected. Meanwhile, SVM training
dataset (positive training set TSp and negative training set TSn)
consisting of these representative pixels, can be constructed as

TSp ¼ fðx; yÞjf ðx; yÞ ¼ i; ðx; yÞATo; iACog
TSn ¼ fðx; yÞjf ðx; yÞ ¼ i; ðx; yÞATb; iACbg ð17Þ

Due to the global saliency information, spatial location and local
color feature are all considered, training datasets derived from this
method have some advantages over existed methods [19–21]: without
human intervention, fully representing image characteristic distribu-
tion, strong robustness and computational efficiency.

3.3. Saliency-SVM training and segmentation

Generally, the total number of SVM training dataset is too large
to be used for training directly. Therefore, training sample selec-
tion is one of the major factors determining to what degree the
SVM classification rules can be generalized to unseen samples.
A previous study showed that this factor could be more important

for obtaining accurate classifications than the selection of classi-
fication algorithms. For SVM based image segmentation, training
pixels can be selected in many ways. A commonly used sampling
method is to identify and label small patches of homogeneous
pixels in an image, as described in [19]. However, this manner may
have some disadvantages: (1) Adjacent pixels tend to be spatially
correlated or have similar values. Training samples collected this
way underestimate the spatial variability of each class and are
likely to give degraded classification, (2) segmentation results
heavily depend on the training sample selection, which is a very
skillful task. A freshman often fails to provide effective ones and
more interactions are required for re-correcting. (3) In some cases,
human interactions are not always feasible. A simple method to
minimize the effect of spatial correlation is random sampling,
which results in instability of classification.

Furthermore, when mapped to a higher feature space, training
data with the same color value in a small local area may be
redundant to learn the separating hyperplane, so selecting central
pixel to replace the surrounding area is a way to reduce redun-
dancy and improve the learning efficiency. Therefore, a local
neighborhood homogeneity criterion is adopted to select small
part of pixels in TSp and TSn as training samples for SVM training.

For a pixel pði; jÞ in training set TSp or TSn, its local homogeneity
in n� n neighborhood is measured as

Mp ¼Dn�n
p ¼ΣqANn�n

p
dðp; qÞ ð18Þ

where dðp; qÞ is the Euclidean color distance between pixel p and q
in quantized HSV color space, Nn�n

p is the pixel set of adjacent
neighbors of pixel p.

As the color difference at lower level can indicate more
intuitive local homogeneity, pixels that meet MprTlh (Tlh is the
local homogeneity threshold) in TSp and TSn will be selected as
training samples of SVM. The greater the threshold value, the more
pixels ultimately selected to train SVM classifier, and vice versa.

Because global saliency information and local color feature are all
considered, training pixels selected from the previous stage can reduce
the influence caused by random sampling. After the training pixels are
selected, next we should specify which features extracted from
training pixels should be provided as input vectors to train the SVM
classifier. In this paper, for each training pixel, nine features are
extracted to create the input vectors, include (1) four color features:
r, g, b values in RGB color space and intensity i; (2) two texture
features: Gabor filter is adopted as [20], e denotes themaximum of the
six coefficients of a pixel and g denotes the maximum of six gradient
magnitudes; (3) two spatial features: since neighboring pixels always
possess the similar class label, so two-dimensional coordinates x and y
of the training pixel are used; (4) the saliency feature s of training
pixel. And each feature has been linearly scaled to the range [0, 1.0] to
avoid features in bigger numeric ranges dominating those in smaller
numeric ranges.

For the sake of convenience, LibSVM toolbox [42] is applied
when Saliency-SVM is trained. Finally, all pixels in the given image
are viewed as test set and classified with a label using the trained
SVM model. As a result, the proposed Saliency-SVM method is
summarized as follows:

Step 1: Detect and extract salient region To and background Tb as
described in Section 3.1.

Step 2: Generate training datasets TSp and TSn of two regions To
and Tb, respectively, by HSV quantization and histogram
peak selection as detailed in Section 3.2.

Step 3: Select training samples from training datasets TSp and
TSn according to the neighborhood homogeneity thresh-
old, and extract feature vectors to train SVM model as
described in Section 3.3.
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Step 4: Segment out the whole salient object from the given
image by the trained SVM model.

4. Experiment and discussion

The proposed Saliency-SVM aims to generate training dataset
automatically for image segmentation, so to evaluate its perfor-
mance, comprehensive experiments were conducted to compare it
with other methods from different aspects. Test images in all
experiments are selected from a benchmark dataset proposed in
[37], which consists of 1000 images and ground truth segmentation
results containing the most salient object for each image are
provided too, where white area means the salient object and black
area means background. The sizes of test images is all in 400�300
pixels. Parameters of the proposed Saliency-SVM method in all
experiments are set as follows: window size for homogeneity n¼3
and local homogeneity threshold Tlh ¼ 0.

Four evaluation metrics used to quantitatively assess the
segmentation performance were the following:

(1) The segmentation Error Rate (ER) is defined as

ER¼ ðNf þNmÞ
Nt

� 100% ð19Þ

where Nf is the number of false-segmented image pixels, Nm

denotes the number of miss-segmented image pixels, and Nt is
the total number of image pixels.

(2) Global Consistency Error (GCE) [43] measures the extent to
which one segmentation can be viewed as a refinement of the
other. Segmentations which are related in this manner are
considered to be consistent, since they could represent the
same natural image segmented at different scales. This mea-
sure allows for refinement, but suffers from degeneracy. Let
RðS; piÞ be the set of pixels in segmentations S that contains
pixel pi, the local refinement error is defined as

EðS1; S2; piÞ ¼
jRðS1; piÞ\RðS2; piÞj

jRðS1; piÞj
ð20Þ

This error is not symmetric w.r.t. the compared segmentations,
and takes the value 0 when S1 is a refinement of S2 at pixel pi,
then GCE is defined as

GCEðS1; S2Þ ¼
1
n
min ∑

i
EðS1; S2; piÞ;∑

i
EðS2; S1; piÞ

( )
ð21Þ

(3) Probabilistic Rand Index (PRI) [44] is commonly used to
measure the similarity between two clusterings. In our experi-
ments, it is employed to count the fraction of pairs of pixels
whose labels are consistent between the compared segmenta-
tion Sc and the ground truth segmentation Sg. PRI is defined as

PRIðSc; SgÞ ¼
1
N
2

� �∑
i;j
½cijpijþð1�cijÞð1�pijÞ� ð22Þ

where N is the number of pixels, and pij is the ground truth
probability that ∏ðli ¼ ljÞ, and cij ¼∏ðlSci ¼ lScj Þ. The PRI has a
value in the interval [0, 1], with 0 indicates that the two
segmentations do not agree on any pair of pixels and 1 indi-
cates that the compared segmentation Sc is exactly the same as
the ground truth segmentation Sg.

(4) Variation of Information (VI) introduced in [45] measures the
distance between two clusterings in terms of the information
difference between them. As image segmentation can be seen
as a clustering problem, the VI metric is defined as the
distance between two segmentations as the average condi-
tional entropy of one segmentation given the another. It can

roughly measures the amount of randomness in one segmen-
tation which cannot be explained by the other.

VIðSc; SgÞ ¼HðScÞþHðSgÞ�2IðSc; SgÞ ð23Þ
where H and I represent the entropies and the mutual
information between the compared segmentation Sc and
ground truth Sg, respectively.

4.1. Comparison with other SVM based methods

In the first experiment, our objective was to compare image
segmentation performance of various methods based on SVM model.
Because the original codes of methods described in [19,20] are not
available on the internet, we implemented the author's codes accord-
ing to the algorithms described in their papers as accurately as
possible. In addition, we also implemented a traditional SVM based
image segmentation method using human interaction. So the pro-
posed Saliency-SVM was compared with three SVM based methods:
interactive SVM based method, FSVM described in [19] and FCM-SVM
method described in [20] (referred to as SSVM, ISVM, FSVM and FCM-
SVM respectively hereinafter). For fair comparison, four compared
methods are all implemented in Matlab, and LibSVM toolbox [42] is
used in order to facilitate the calculation. For ISVM and FSVM
approaches, positive and negative training pixels are specified by the
user, but the main difference is training pixels of ISVM method are
some pixels at random positions selected by user mouse, while that of
FSVM are pixels in two specified rectangles. And the initial cluster
number of FCM algorithm in FCM-SVM method is set to 2.

Some visual comparison of salient object segmentation results
using SSVM, ISVM, FSVM and FCM-SVM methods are shown in
Fig. 5. It can be seen that SSVM outperforms the other three
methods and achieves the best performance. Most salient objects
in five test images (img1–img5) can be segmented effectively from
background by SSVM method in Fig. 5(e) compared with ISVM in
Fig. 5(b), FSVM in Fig. 5(c) and FCM-SVM in Fig. 5(d). In general,
segmentation results of SSVM method are the closest to the ground
truth segmentation results in most cases (see Fig. 5(e) and (f)).
Moreover, some detailed shape information of salient objects can
also be extracted by SSVMmethod, such as the black center and the
stem of the flower in the second test image. Additionally, small
salient object as in the first test image, the bottle besides the people
can be segmented completely by SSVM method. The detailed
information of segmented objects can be helpful for succeeding
task such as object recognition and scene understanding. While
segmentation results of ISVM, FSVM and FCM-SVMmethods are not
quite correct compared with that of ground truth. There are some
pixels false-segmented or miss-segmented in object and back-
ground, which lead to the lower segmentation accuracy and
insufficient visual effect.

In addition, the influence of different numbers of training pixels to
the final segmentation result was also tested in our experiment. For
FCM-SVM, Nj=10 image pixels were selected as training pixels as set in
[20], where Nj means the number of pixels in the jth FCM clustering
result. For FSVM method, 800 training pixels in two specified
rectangles are selected in each test images at first, then after the
Gaussian model prune and a projection process, the sizes of the
reduced training set are 140, 132, 170, 148 and 156 for img1–img5
respectively. For ISVM method, the number of training pixels was
tuned in a series of experiments, and we found that when there are 30
positive training pixels and 30 negative training pixels specified
uniformly by the user, the segmentation result of ISVM method
achieves the relatively optimal effect. And segmentation results
comparison of ISVM using different number of training pixels are
presented in Fig. 6, of which training pixels of salient object (marked
with red cross) and background (marked with green circle) are in the
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top row and corresponding segmentation results are in the bottom
row. As can be seen that, only exactly right specified training pixels of
salient object and background can lead to a complete salient object
segmentation in Fig. 6(a), and fewer right training pixels produce
segmentation results with noises as shown in Fig. 6(b). While training
pixels specified failed to represent the object and background features
lead to bad segmentation results such as object lost and background
lost (see Fig. 6(c) and (d)). Likewise, segmentation performance of
FSVMmethod also suffers from the same drawback mentioned above,
i.e., ISVM and FSVM methods may fail to work when the training
rectangles are specified wrongly, especially for objects with hetero-
geneous color features. For example in test img1, only a group of pixels
in the people's head and body were all specified as positive training
samples, the segmentation results of ISVM and FSVM methods would
be correct. It follows that the segmentation performance of this kind of
SVM based method heavily depends on the number and distribution
of training pixels. While training pixels of SSVM are identified
automatically via local homogeneity criterion and trimap stemmed
from visual saliency detection, they can properly represent the feature
distribution of salient object and background in the test images, thus
effectively reduce the influence of number and distribution of training
pixels to the ultimate segmentation result.

In conclusion, segmentation results of ISVM, FSVM and FCM-SVM
are inferior to that of the proposed SSVM method visually, and
quantitative evaluation metrics (ER, GCE, PRI and VI) also support this

conclusion, as listed in Table 1, in which the black values indicate the
best results. And ↑ means the larger the metric, the better the
segmentation result, and vice versa. It can be seen that SSVM method
is better than the other three methods in most cases. The mean ER,
GCE, PRI and VI values of five test images are 2.80%, 0.02, 0.95 and
0.20, respectively. We also evaluate the segmentation performance of
four compared methods on other images of the database, and
comparison results are consistent with the above conclusion in a
large part.

Furthermore, Table 2 gives the comparative results in classification
accuracy (CA), the number of support vectors (Num), CPU time for
training and segmenting of four methods. It can be seen that CPU time
of SSVM is significantly less than the time required by the algorithms
of ISVM, FSVM and FCM-SVM. Meanwhile, fewer support vectors are
used for training process but yield lower generalization error.

4.2. Comparison with binary segmentation

As SVM is a popular binary classification algorithm, and SVM-
based image segmentation task can also be viewed as a binary
classification problem, so in the second experiment, we evaluated
the performance of SSVM method and a typical adaptive threshold
binary segmentation method [46].

Fig. 7 illustrates some test image segmentation results compar-
ison using SSVM and threshold method (img6–img9). It can be

Fig. 5. Segmentation result comparison of ISVM, FSVM, FCM-SVM and SSVM for test img1–img5. (a) input images; (b) segmentation results of ISVM (using 60 training
pixels); (c) segmentation results of FSVM; (d) segmentation results of FCM-SVM; (e) segmentation results of SSVM; (f) ground truth segmentations.
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seen that segmentation results of SSVM are much better than that
of the threshold method. Only those images who have obvious
difference between object and background, threshold method can
obtain better segmentation effect. Most objects segmented by
threshold method are with noises or incomplete edges. Corre-
sponding quantitative evaluation metrics are listed in Table 3.

So in brief, the proposed SSVM method using traditional SVM
model combined with global and local image cues derived from
visual saliency detection is much better than the naive binary
classification method for image segmentation.

4.3. Comparison with automatic segmentation methods

One advantage of the proposed Saliency-SVM method is that
neither the prior knowledge of the image nor any human inter-
vention is needed. In other words, each step in this algorithm is
automatic, so in the third experiment, we compared the proposed

SSVM method with other two popular automatic methods: NCuts
[11] and MeanShift [47].

Fig. 8 shows some visual results comparison obtained by three
methods for four test images (img10–img13). As can be seen that
segmentation results of Ncuts method are not accurate enough,
and usually accompanied with information loss in salient object.
And Meanshift method produces lower quality segmentation
results with noises and discontinuous edges of salient objects.
While the proposed SSVM method can obtain good segmentation
results closest to the ground truth results in all test images. And
corresponding quantitative evaluation metrics are listed in Table 4.

4.4. Performance analysis of other factors

Finally in our experiments, we evaluated the segmentation
performance of the proposed SSVM method from other aspects,
such as kernel function, model parameters and the number of
training pixel.

Fig. 6. Segmentation results comparison of different number training pixels by ISVM method. (a) 60 right specified training pixels; (b) 40 right specified training pixels;
(c) 60 wrong specified training pixels; (d) 40 wrong specified training pixels.

Table 1
Quantitative comparison (ER, GCE, PRI and VI) of ISVM, FSVM, FCM-SVM and SSVM for test img1–img5.

ER (%) ↓ GCE ↓ PRI ↑ VI ↓

ISVM FSVM FCM-SVM SSVM ISVM FSVM FCM-SVM SSVM ISVM FSVM FCM-SVM SSVM ISVM FSVM FCM-SVM SSVM

img1 9.5 9.7 24.6 5.3 0.07 0.08 0.25 0.02 0.89 0.83 0.76 0.95 0.29 0.31 0.40 0.26
img2 3.9 4.0 4.1 3.4 0.04 0.05 0.07 0.03 0.93 0.93 0.94 0.95 0.37 0.36 0.36 0.29
img3 5.7 7.6 7.3 0.2 0.26 0.30 0.29 0.01 0.90 0.88 0.85 0.96 0.08 0.13 0.12 0.04
img4 8.2 8.7 11.6 0.4 0.20 0.21 0.22 0.02 0.91 0.90 0.89 0.92 0.19 0.20 0.23 0.14
img5 5.9 9.1 5.4 4.7 0.07 0.09 0.06 0.03 0.92 0.89 0.91 0.97 0.21 0.24 0.20 0.18

Table 2
Quantitative comparison (CA, Num and CPU time) of ISVM, FSVM, FCM-SVM and SSVM for test img1–img5.

CA (%) ↑ Num ↓ CPU ↓

ISVM FSVM FCM-SVM SSVM ISVM FSVM FCM-SVM SSVM ISVM FSVM FCM-SVM SSVM

img1 90.5 90.7 75.4 94.7 42 15 34 9 9.0 7.5 8.9 3.5
img2 96.1 96.0 95.9 96.4 32 16 30 12 8.5 6.8 9.1 2.7
img3 94.3 92.4 92.7 99.8 36 10 28 6 7.9 7.2 7.5 3.1
img4 91.8 91.3 88.4 99.6 37 18 39 10 8.1 7.3 8.3 3.4
img5 94.1 90.9 94.6 95.3 54 20 45 15 5.0 6.7 8.9 3.3
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The kernel function in SVM classifier plays an important role of
implicitly mapping the input vector into a high-dimensional
feature space. But there are no perfect approaches available to
“learn” the form of kernel. Common choices of kernel function are
the linear kernel, polynomial kernels and Gaussian RBFs. To
optimize these parameters, a 5-fold cross validation procedure is
used for training and testing the SSVM classifier with various
models and parametric setting on test img2 with ground truth
segmentation result. Table 5 gives the comparative results in
classification accuracy of different kernels at different regulariza-
tion parameter C. It can be seen that the kernel function and model
parameters have a certain influence on the segmentation perfor-
mance, and for test img2, the segmentation performance is the
best by using RBF kernel with s2 ¼ 0:25 at C¼1.

On the other hand, the classification performance of SVM
classifier heavily depends on the number of training examples.
In order to evaluate the relation between the segmentation
performance of SSVM and the number of training pixels, a series

of the number of training pixels are set to train the SSVM and its
segmentation performance is evaluated. Training pixels of SSVM
method are selected from training set TSp and TSn based on the
local homogeneity threshold tlh, and the smaller the tlh value, the
fewer pixels selected for SVM training, and vice versa.

Table 6 gives the comparative results in classification accuracy, the
number of support vectors, CPU time of different number of training
pixels based on different local homogeneity thresholds. It can be seen
that although the number of support vectors, the training time and the
segmenting time are changed to varying degrees as the number of
training pixels increases, the classification accuracy is slightly changed.
When the threshold value tlh is very high, it means that the pixels in
training sets TSp and TSn are all selected as training pixels, which leads
to more training time. Conversely, when the threshold tlh is set to zero,
only those with the highest homogeneity are selected as training
pixels. Thus, the training time is rapidly reduced, but the classification
accuracy has little effect. Therefore, the homogeneity criterion for
selecting reprehensive pixels in local region is effective in terms of

Fig. 7. Segmentation results comparison of SSVM and threshold method for test img6–img9. (a) input images; (b) segmentation results of threshold method;
(c) segmentation results of SSVM; (d) ground truth segmentations.

Table 3
Quantitative comparison (ER, GCE, PRI and VI) of threshold method and SSVM for test img6–img9.

ER (%) ↓ GCE ↓ PRI ↑ VI ↓

Threshold SSVM Threshold SSVM Threshold SSVM Threshold SSVM

img6 2.5 0.2 0.05 0.01 0.94 0.99 0.07 0.03
img7 3.1 1.4 0.06 0.08 0.92 0.95 0.09 0.06
img8 29.7 0.3 0.38 0.02 0.81 0.98 0.21 0.04
img9 27.6 3.5 0.36 0.11 0.82 0.91 0.22 0.08
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segmenting speed and accuracy, especially for real-time image
segmentation tasks.

From above experiments and analysis, it can be concluded that
the performance of the proposed SSVM method is superior to that
of ISVM, FSVM, FCM-SVM, threshold, Meanshift and Ncuts. Seg-
mentation results of SSVM are the closest to the ground truth
results in most cases. Experiment results on the whole test dataset
support this conclusion but not listed due to the limit of paper
length. And quantitatively comparison of average values of
5 metrics (ER, GCE, PRI, VI and CPU time) on the whole test
dataset are almost consistent with the visual comparison, as
shown in Table 7. Obviously, the proposed SSVM method is better
than other methods in 4 evaluation metrics (ER, GCE, PRI, and VI),
but the average CPU time of SSVM is slightly inferior to that of
threshold method. Because each pixel is taken as a node of a graph

in Ncuts method, and Meanshift method needs a iterative process,
the computational cost of these two methods are relatively high.
Above experiment results demonstrate that the proposed SSVM
method can automatically and effectively select training pixels and
segment out salient object in relatively less times. But it is worth
mentioning that because saliency map was not originally proposed
for the purpose of generic object segmentation, SSVM method is
somewhat limited especially for images without specific target or
object segmentation with cluttered background.

5. Conclusions and further work

In this paper, we present a novel SVM method based on visual
saliency for automatic training data selection and image segmentation.

Fig. 8. Segmentation results comparison of NCuts, MeanShift and SSVM for test img10–img13. (a) Input images; (b) segmentation results of NCuts; (c) segmentation results
of MeanShift; (d) segmentation results of SSVM; (e) ground truth segmentations.

Table 4
Quantitative comparison (ER, GCE, PRI and VI) of NCuts, MeanShift and SSVM for test img10–img13.

ER (%) ↓ GCE ↓ PRI ↑ VI ↓

Test image NCuts MeanShift SSVM NCuts MeanShift SSVM NCuts MeanShift SSVM NCuts MeanShift SSVM

img10 4.9 2.1 2.0 0.08 0.02 0.01 0.90 0.97 0.96 0.49 0.19 0.18
img11 23.3 20.1 4.1 0.29 0.27 0.07 0.64 0.91 0.92 1.20 1.07 0.46
img12 9.6 5.3 3.1 0.15 0.08 0.04 0.83 0.75 0.95 0.83 0.35 0.29
img13 4.6 8.6 2.1 0.08 0.13 0.04 0.91 0.83 0.96 0.50 0.73 0.28
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The advantages of the proposed Saliency-SVM include: (1) it exploits a
visual saliency detectionmethod that is independent of image features
such as intensity, shape, texture or other prior knowledge of the given
image; (2) the whole salient object with homogeneous features can be
extracted without human intervention; (3) saliency-SVM for image
segmentation is automatic, avoiding the processing of manual inter-
vention for selecting training data. In addition to these advantages, the
proposed Saliency-SVM has its limitation too as mentioned previously,
due to the training data selection relies on the result of visual saliency
detection. In further research on this topic, we will consider more
high-level image characteristics for training data selection, as well as
to extend the application of the proposed Saliency-SVM to content-
based image retrieval and face recognition.
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